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Abstract

Frequency and contingency (i.e., co-occurrence probability of words in multiword sequences
[MWS]) are two driving forces of language acquisition and processing. Previous research has
demonstrated that L1 and advanced L2 speakers are sensitive to phrasal frequency and con-
tingency when processing larger-than-word units. However, it remains unclear whether such
statistical sensitivity is robust across tasks and among subcategories of MWS. In addition, little is
known about whether cognitive aptitudes can moderate such sensitivity. This study examined L1
and advanced L2 speakers’ statistical sensitivity to phrasal frequency and contingency as well as
cognitive aptitudes’ moderating effects on such sensitivity when processing English adjective-
noun collocations. Participants performed a phrasal acceptability judgment task (PJT).
Meanwhile, their aptitude profiles were measured by six aptitude tests, which loaded separately
onto implicit language aptitude, explicit language aptitude, and working memory capacity.
Linear mixed-effects modeling revealed that both L1 and L2 English speakers were sensitive to
phrasal frequency and contingency of collocations, although L2 speakers’ sensitivity was much
stronger than that of L1 speakers. None of the aptitudes was found to moderate language users’
statistical sensitivity to either collocation frequency or contingency. Interestingly, disassociation
patterns between the PJT performance and the involvement of implicit or explicit language
aptitude among the L1 and L2 speakers were found. It was concluded that L1 and L2 speakers
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differed in terms of the way they processed the collocations, as well as the nature of their
collocational knowledge.

BACKGROUND

Language consists of units of various sizes and can be represented at different levels.
From the perspective of usage-based approaches (Bybee, 1998; Ellis, 2003; Goldberg,
1995; Langacker, 1987; Tomasello, 2003), constructions—which are form-meaning
mappings that relate specific linguistic patterns to certain semantic, pragmatic, and
discourse functions (Goldberg, 1995)—are the building blocks of language. Con-
structions include linguistic units of different grain sizes, and bridge the gap between
words and rules, in that they can function as both lexical and grammatical units. Among
various types of constructions, multiword sequences (MWS) have attracted an increasing
amount of attention in recent years. MWS refer to word sequences that co-occur more
frequently than by chance and cover a variety of linguistic phenomena, such as idioms
(kick the bucket), phrasal verbs (take off), speech formulae (What’s up?), irreversible
binomials (bride and groom), collocations (make progress), and lexical bundles (is one
of the). Although subcategories of MWS differ in terms of length, idiomaticity, or
compositionality, they are ubiquitous (Biber, Johansson, Leech, Conrad, & Finegan,
1999; Erman & Warren, 2000) and play a critical role in the development of nativelike L.2
proficiency (Pawley & Syder, 1983).

Language is rich with different kinds of distributional information, including fre-
quency, variability, and co-occurrence probability (Erickson & Thiessen, 2015). The
human mind is sensitive to such statistics. By relying on distributional statistics, children
and adults can decipher the underlying structural regularities of language (Ellis, 2006a,
2006b). Such a process is usually called “statistical learning” (Ellis, 2008; Frost,
Armstrong, Siegelman, & Christiansen, 2015). Current research has revealed that
statistical learning is a mechanism responsible for phonological learning (e.g., Maye,
Weiss, & Aslin, 2008), word segmentation (e.g., Saffran, Aslin, & Newport, 1996),
syntactic learning (e.g., Thompson & Newport, 2007), and category formation
(e.g., Gomez & Gerken, 2000). Moreover, statistical learning functions in both children
(e.g., Gémez & Gerken, 2000; Saffran et al., 1996) and adults (e.g., Frank, Goldwater,
Griffiths, & Tenenbaum, 2010; Zuhurudeen & Huang, 2016), and in both first
(e.g., Saffran et al., 1996) and second language acquisition (e.g., Frost et al., 2015;
Hamrick, 2014; Rastelli, 2014).

Two types of statistical information are said to play important roles in the acquisition
and processing of MWS, namely, phrasal frequency and contingency (Gries & Ellis,
2015). Phrasal frequency indicates how often a word sequence is used, and it can be
operationalized as the number of occurrences of the word combination in corpora.
Contingency refers to the co-occurring probability of words that construct the
sequence, which is operationalized as the strength of the statistical association between
constituent words within MWS. Current literature suggests that the human mind can
acquire knowledge of statistical correlations between stimulus pairings, or the pre-
dictive relationships between stimuli and outcomes (Schmidt, 2012). As argued by
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Ellis (2006a, 2006b), language acquisition can be understood as contingency learning,
in that learners must determine the reliability of form-meaning/function mappings or
the strength of the statistical association between linguistic elements (Gries & Ellis,
2015). Using contingency information, language users can arrive at the interpretations
that are most relevant to the context and predict what is most likely to be heard or seen
next.

STATISTICAL SENSITIVITY TO PHRASAL FREQUENCY

Frequency is one of the most robust statistics to which language users are sensitive.
Frequency indicates the likelihood of a construction to be experienced by language
users. Furthermore, it determines the degree of entrenchment of a construction stored in
the mind, as well as the degree of automaticity when it is retrieved (Gries & Ellis,
2015). Language users are intimately tuned to input frequency, and frequency effects
exist in the processing of many aspects of language (Diessel, 2007; Ellis, 2002;
Jurafsky, 2003).

Usage-based approaches hold that language usage shapes the acquisition of language
at every level. Current research has demonstrated that high-frequency words are pro-
cessed faster than low-frequency ones (e.g., Balota, Cortese, Sergent-Marshall, Spieler,
& Yap, 2004; Duyck, Vanderelst, DEsmet, & Hartsuiker, 2008). Similar to language
processing at the single word level, effects of MWS frequency (phrasal frequency) also
has been found in L1 and L2 speakers, and across subcategories of word combinations.
For instance, studies have found that L1 speakers are sensitive to the whole-string
frequency of MWS including lexical bundles (Arnon & Snider, 2010; Tremblay &
Baayen, 2010; Yi et al., 2017) and collocations (Durrant & Doherty, 2010). Arnon and
Snider (2010) divided four-word English compositional expressions with varying levels
of frequency into three-frequency bins. Analyses of the behavioral data collected from a
phrasal acceptability judgment task (PJT) suggest that frequent MWS were processed
significantly faster than less frequent control phrases. Moreover, such a processing
advantage was observed in all frequency bins.

Sensitivity to phrasal frequency of MWS has also been observed in L2 speakers.
Wolter and Gyllstad (2013) carried out a study in which Swedish learners of English
were required to judge whether certain adjective-noun collocations presented on a
computer screen exist in English. Unknown to the participants, the collocations fell
into two categories: Some had word-by-word translations in Swedish (congruent
collocations), while others (incongruent collocations) did not have direct word-by-
word L1 translations. Advanced Swedish-English speakers were found to be sensitive
to collocation frequency, as they responded faster to more frequent collocations than
less frequent ones. Moreover, such frequency effects were independent of the
congruency status of the collocations. In another study (Yi et al., 2017), L1 and
advanced L2 speakers of Mandarin read 80 Chinese disyllabic adverbial sequences
embedded in sentence contexts, with their eye movements recorded by an eye tracker.
Statistical analyses based on fixation durations showed that both native and nonnative
Chinese speakers were sensitive to the phrasal frequency of the Chinese adverbial
sequences.
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STATISTICAL SENSITIVITY TO CONTINGENCY

Frequency plays a crucial role in the processing of MWS, but it is not the only
determining factor (Ellis, 2008). MWS consist of multiple words in a sequence, and the
co-occurrence of the constituent words is not by chance. As already mentioned,
probabilistic relationships in MWS can be understood as contingency, and captured by
different corpus metrics such as forward/backward transitional probability (McDonald
& Shillcock, 2003; Tremblay & Baayen, 2010), mutual information (MI) (Church,
Gale, Hanks, & Hindle, 1991; Durrant & Doherty, 2010; Ellis, Simpson-Vlach, &
Maynard, 2008; Yi et al., 2017), t-score (Wolter & Gyllstad, 2011), and AP (Gries &
Ellis, 2015). In the study to be reported here, MI was used as the measure of con-
tingency, because MI has been documented as a robust measure to which language
users are sensitive. In fact, sensitivity to contingency as measured by MI has been
demonstrated in various subcategories of MWS, including lexical bundles (Ellis et al.,
2008; Tremblay & Baayen, 2010; Yietal., 2017) and collocations (Durrant & Doherty,
2010). Although computed based on frequency counts, contingency as measured by MI
or other corpus metrics is distinct from phrasal frequency. Briefly, phrasal frequency
refers to the likelihood that language users will experience certain MWS, while
contingency illustrates the reliability of the co-occurrence patterns of MWS (Gries &
Ellis, 2015). Therefore, one can expect highly frequent MWS with low MI, and vice
versa (for examples, see Appendix 1 in the supporting information online). Statisti-
cally, contingency and phrasal frequency should be weakly correlated. For example,
the current study extracted 8,340 adjective-noun word combinations (see the
“Materials” section) from the British National Corpus, yet the correlation between MI
scores and collocational frequency was only .09.

Many studies have demonstrated that L1 speakers are sensitive to the contingency
information underlying language input. Saffran et al. (1996) found that 8-month-olds can
detect word boundaries in an artificial language after only 2 minutes of exposure, by
using the transitional probability information between syllables. Similar results have also
been found with L1 adults. For instance, Gregory et al. (1999) showed that probable
collocations were more often shortened in duration, compared to less probable ones.
McDonald and Shillcock (2003) also found that forward and backward transitional
probabilities were predictive of eye-fixation durations of native English speakers during
natural reading.

Little has been done to investigate L2 speakers’ sensitivity to contingency information
during the processing of MWS. In one study, Ellis et al. (2008) validated the
psychological reality of corpus-extracted academic English formulae (e.g., the value of
the). A series of comprehension and production tasks were used with both native and
advanced nonnative speakers of English. Multiple regression analyses revealed that only
the L1 speakers of English, not the L2 speakers, were sensitive to MI when performing
the tasks. Such findings are interesting yet questionable due to the limited sample size
and lack of control over confounding variables (e.g., constituent word frequency).

Conversely, Ellis and colleagues did detect contingency effects among L2 speakers
in another study (Ellis, O’Donnell, & Romer, 2014). The researchers examined the
processing of English verb-argument constructions (VAC) using two free-association
tasks. Advanced L2 learners of English from various L1 backgrounds were required to
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generate the first word that came into their mind (Experiment 1), or to generate as
many verbs as possible in 1 minute (Experiment 2), to fill in the slot in the 40 VAC
frames (e.g., he ___ across the...). In both experiments, the frequency of each type of
verbs generated by participants was regressed on verb frequency in the VAC, VAC-verb
contingency (the degree to which a verb is preferred by a construction, or vice versa,
measured by AP), and verb semantic prototypicality. Statistical analyses revealed that L2
English participants in all language groups were sensitive to VAC-verb contingency.
Based on the contrasting patterns reviewed in the preceding text, it remains unclear
whether L2 speakers can be sensitive to contingency information of L2 MWS. Using eye
tracking, Yi et al. (2017) found significant effects for contingency in both L1 and L2
speakers, after controlling for the effects of phrasal frequency and other confounding
variables. Specifically, contingency effects of lexical bundles were observed on first-pass
reading time for L2 speakers, and on fixation counts for both L1 and L2 speakers. In
addition, a significant interaction between contingency and phrasal frequency was found
for L2 speakers. Such results suggest that language users may be sensitive to contingency
information of larger-than-word units, regardless of whether they are native speakers.

COGNITIVE APTITUDES AND THEIR RELEVANCE TO SECOND
LANGUAGE ACQUISITION

Aptitude is regarded as an endowment (Carroll, 1973; Skehan, 1998) distinct from other
cognitive and affective factors (Li, 2016; Skehan, 2012). Aptitude constructs an
important source of individual differences in second language acquisition (Dornyei &
Skehan, 2003; Granena & Long, 2013), which is widely recognized as a composite
consisting of different abilities, including working memory and aptitude for implicit and
explicit learning. Working memory is defined as a cognitive system consisting of a
temporary storage and an attentional control component (Baddeley, 2007) responsible
for temporary holding and manipulation of information (Williams, 2012). Implicit
language aptitude is conceptualized as the ability to recognize and acquire patterns
underlying the input through implicit induction (Granena, 2012, 2013b; Kaufman et al.,
2010). In contrast, explicit language aptitude is generally relevant to explicit learning,
with metalinguistic reasoning, explicit induction, or analysis involved.

Research has demonstrated that working memory plays a significant role in different
domains of L2 acquisition and processing (Linck, Osthus, Koeth, & Bunting, 2014; for a
review, see Williams, 2012). Meanwhile, implicit and explicit language aptitudes have also
been reported to have an impact on various aspects of second language acquisition and
processing. For example, Granena (2013b) found that implicit language aptitude is
predictive of ultimate attainment in grammatical agreement relationships for both early and
late L2 learners. Suzuki and DeKeyser (2015) also showed that implicit language aptitude
correlated with performance in a L2 word-monitoring task that used Japanese particles as
the target structure. Where aptitude for explicit language learning is concerned, Granena
(2012) found that both pre- and post-critical-period L2 learners with high explicit language
aptitude demonstrated advantages when performing linguistic tasks that allowed controlled
use of language knowledge, while Suzuki and DeKeyser (2017) showed that aptitude for
explicit learning significantly predicted acquisition of automatized explicit grammatical

knowledge, as measured by timed grammaticality judgment.
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When it comes to MWS, current literature suggests that memory capacity seems to
influence the acquisition and processing of such larger-than-word units. For example,
Bolibaugh and Foster (2013) found that individual differences in L2 learners’ phono-
logical short-term memory affected both the rate of learning and the ultimate attainment
of native selection of word combinations. Tremblay and Baayen (2010) showed that
working memory capacity predicted L2 participants’ immediate recall of visually
presented sequences. However, the role of implicit and explicit language aptitude in the
acquisition and processing of MWS is less clear. Studies (e.g., Webb & Kagimoto, 2009)
have demonstrated that MWS such as collocations can be learned through explicit
instruction. Nevertheless, other researchers (e.g., Bolibaugh & Foster, 2013) hold that
advanced command of MWS is less likely to depend on deliberate and conscious
processes, given their ubiquity in language. Instead, one’s grasp of MWS may be
achieved mainly through implicit, meaning-focused interaction in social contexts
(Robinson & Ellis, 2008). Such views have also been supported empirically. For
instance, Webb et al. (2013) found that collocations can be learned incidentally through
reading after as few as two encounters. Additionally, Granena and Long (2013) found
significant correlations between language aptitude, as measured by the LLAMA (Meara,
2005), and scores on tests of lexis and collocations for post-critical-period L2 learners.
Moreover, it was scores on subtest D of the LLAMA, shown to measure aptitude for
implicit language learning (Granena, 2013a), that were most strongly correlated with the
lexis and collocations scores.

THE CURRENT STUDY

As reported in the previous section, L1 and advanced L2 speakers are sensitive to phrasal
frequency and contingency when processing larger-than-word units. However, it remains
unclear whether such sensitivity is robust across experimental tasks and different
subcategories of MWS. Although the current literature suggests that cognitive aptitudes,
including working memory and implicit/explicit language aptitudes, may influence the
acquisition and processing of MWS, few studies have been carried out on this topic.
Moreover, no research has been carried out to determine whether cognitive aptitudes can
moderate the degree of language users’ statistical sensitivity to phrasal frequency and
contingency. The current study aimed to test the robustness of language users’ statistical
sensitivity to phrasal frequency and contingency of English adjective-noun collocations,
adopting a PJT. Cognitive aptitudes, including working memory capacity and aptitudes
for implicit and explicit learning were also measured, so that their effects on PJT
performance could be assessed, along with their interaction with the two types of
statistical information during the processing of collocations. The following research
questions were addressed:

1. Are L1 and/or L2 speakers of English sensitive to the phrasal frequency of collocations?

2. Are L1 and/or L2 speakers of English sensitive to the contingency (measured by MI) of
collocations?

3. Do cognitive aptitudes interact with phrasal frequency and contingency during the processing of
English collocations? If so, will L1 and/or L2 English participants’ statistical sensitivity to
phrasal frequency and contingency be moderated by their aptitude profiles?
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4. Do cognitive aptitudes (i.e., working memory capacity, implicit and explicit language aptitude)
influence L1 and/or L2 participants’ PJT performance?

METHODOLOGY
PARTICIPANTS

Two groups of participants were recruited from a mid-Atlantic state university in the
United States. The L1 group consisted of 30 native speakers of English (7 males, 23
females), and the L2 group were 32 (9 males, 23 females) Chinese learners of English.
The L1 (M = 23.1 years, SD = 8.5) and L2 English speakers (M = 23.6, SD = 2.7) were
comparable in terms of their age (Welch two-sample ¢ test: #50.68) = .98, p = .33). To
participate in this study, L2 English speakers needed (a) to have lived in the United States
for at least one year by the time the study started, and (b) to have taken TOEFL or IELTS.
L2 English speakers’ average length of residence in the United States was 25.8 months
(SD = 14.3), and their average age of onset (AO) for learning English was 9 (SD = 2.3).
L2 participants all started learning English no later than age 13. Thus, they may be
classified as early starters for the acquisition of lexis and collocations based on current
SLA literature (e.g., DeKeyser, 2000; Granena & Long, 2013). Nevertheless, Pearson
correlation analyses revealed statistically nonsignificant correlations between AO and
TOEFL scores (r = -.06, t = -.34, df = 27, p = .74), as well as between years of
instruction and TOEFL scores (r = .19, t = 1.03, df = 27, p = .31). After interviewing
eight L2 participants who started learning English earliest, it was found that none of them
learned English in immersive or naturalistic environments, and most teaching was
explicit. Given the explicit nature of the EFL classes in China, such early experience
would have been of very limited benefit, an inference supported by the statistically
nonsignificant correlation between AO and TOEFL scores mentioned previously. Based
on these preceding considerations, the Chinese participants were classified as late L2
English learners.

Regarding L2 proficiency, 29 L2 participants reported their most recent TOEFL iBT
score (M = 100.0, SD = 8.3). TOEFL iBT scores range from 0 to 30 for each of the four
test sections (Reading, Listening, Speaking, and Writing). According to ETS, scoring
above 22 to 26 on any of the skills places the test taker at the highest levels (ETS, 2017).
For the purposes of the study, 30 L2 participants also took a 30-item cloze test (Bachman,
1985). Taking the scores of TOEFL iBT and the cloze test together, the Chinese-English
bilinguals were regarded as advanced L2 English learners. A summary of their dem-
ographic information is presented in Table 1.

MATERIALS

One hundred and eighty English adjective-noun collocations were extracted from the
British National Corpus (BNC) through the Phrases in English (PIE) database (Fletcher,
2011) and used as the critical stimuli for the PJT. Adjective-noun collocations were
targeted following the practice of Wolter and Gyllstad (2013) because variability in
determiners present in verb-noun combinations (e.g., make a mistake vs. make progress)

does not exist in such combinations, thus allowing for more control over item
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TABLE 1. L2 speakers’ demographic information

Characteristics M Min Max SD
Age 23.6 18 28 2.7
Age of onset 9.0 5 13 2.3
Years of L2 instruction 14.6 7 22 3.5
Length of residence 25.8 12 66 14.3
TOEFL iBT score 100 70 110 8.3
Cloze test score 21.2 10 28 4.7

Note: TOEFL iBT scores were collected from 29 participants. Cloze test scores were collected from 30
participants.

consistency. Adopting a corpus-based approach, collocations were operationalized as
word sequences consisting of two or more words that co-occur more frequently than
would be predicted by chance, given the frequency of their constituent words (Wolter &
Gyllstad, 2011, 2013).

The following procedures were followed when constructing the materials. First, 8,340
adjective-noun sequences were extracted from the PIE database. The raw frequencies of
the sequences and their constituent words were then normalized (converted to number of
occurrences per million words) and transformed using natural log. MI values of the
adjective-noun sequences were also computed. Second, thresholdsiwerersetiforrlogged
frequencyrand:MIvof thersequencesratiOnvand3i0prespectively. A sequence in the pool
qualified as a collocation if it appeared at least once per million words in the BNC, and if
the statistical association between its constituent words as measured by MI was higher
than 3.0. Third, a stratified sampling procedure was carried out, leading to 180 col-
locations being selected. Specifically, three discrete bins (Siyanova-Chanturia & Spina,
2015) were formed for collocation frequency (high: 2.0—4.0; medium: 1.1-1.6; low:
0.1-0.7) and MI values (high: 8.0-13.0; medium: 6.8-8.0; low: 3.0-6.0). Twenty
collocations were then extracted from the pool to represent each of the nine levels formed
by collocation frequency and MI. Familiarity ratings based on a five-point scale, from
totally unknown to extremely familiar, were then collected from five advanced Chinese
English L2 speakers who did not participate in this study. The average familiarity rating
was 4.5 (Min = 3.4, Max = 5, SD = 0.4).

Filler items consisting of 180 implausible word combinations (e.g., popular hour,
religious morning) were created by randomly matching a list of adjectives to another list of
nouns. Words in the lists of adjectives and nouns were taken from those that appeared in the
collocations. All filler items were then checked against the BNC to ensure that they did not
appear in the corpus. The characteristics of the collocations are summarized in Table 2.

THE PHRASAL ACCEPTABILITY JUDGMENT TASK

A phrasal acceptability task was used to assess language users’ online processing
of English collocations. The items were presented one at a time in random order.
Participants were required to judge whether a word combination is used in English by

pressing the button as accurately and as fast as possible. The task began with a fixation
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TABLE 2. Summary of characteristics of the collocations

Collocation frequency MI Wordl frequency Word2 frequency  Length

Frequency bin MI bin M (SD) M (SD) M (SD) M (SD) M (SD)

high high 3.0 (0.4) 9.5 (1.2) 6.0 (0.8) 5.8 (0.9) 10.0 (2.7)
high medium 2.4 (0.4) 7.1 (0.6) 5.6 (0.8) 5.8 (0.5) 12.1 2.2)
high low 2.1 (0.1) 5.2 (0.7) 5.6 (0.9) 5.5 (0.8) 11.2 (3.3)
medium high 1.3 (0.1) 94 (1.1) 4.6 (1.0) 4.1 (0.7) 14.7 (3.2)
medium medium 1.3 (0.1) 6.9 (0.6) 5.4 (0.5) 4.9 (0.7) 11.9 (2.8)
medium low 1.3 (0.1) 4.6 (0.9) 6.1 (0.8) 5.8 (0.8) 10.2 (2.0)
low high 0.4 (0.2) 9.6 (1.3) 3.7 (0.9) 3.9 (0.7) 13.6 (2.7)
low medium 0.3 (0.2) 7.1 (0.6) 4.9 (0.8) 4.4 (0.8) 13.2 (2.6)
low low 0.3 (0.2) 5.1 (0.8) 5.3 (0.8) 5.3 (1.0) 12.1 (3.1)

Note: Frequencies were normalized and logged (natural log). Length refers to the number of letters in the
collocation.

cue consisting of a row of eight asterisks presented at the center of the monitor for 500
milliseconds. Following this was an item to which the participant had to respond, with a
timeout of 4,000 milliseconds and no feedback. Reaction time and accuracy were
automatically recorded by DMDX (Forster & Forster, 2003).

MEASURES OF COGNITIVE APTITUDES
The LLAMA Test

The LLAMA test (Meara, 2005) is a language-independent verbal aptitude test battery
that has been reported to be relatively reliable (e.g., Granena, 2013a; Rogers, Meara,
Barnett-Legh, Curry, & Davie, 2017). In addition, exploratory factor analyses reported
by Granena (2013a) showed that the four LLAMA subtests (LLAMA B, LLAMA D,
LLAMA E, LLAMA F) load on two dimensions of domain-general aptitude, with
LLAMA D associated with implicit language aptitude, and the others with explicit
language aptitude. LLAMA E is a test of the ability to associate sounds and their written
form. Hence, it was not considered a measure primarily related to the processing of
collocations. LLAMA B is a vocabulary-learning test in which participants are allowed
2 minutes to learn the names of as many of 20 images presented on the computer as they
can. LLAMA D is a sound recognition test, which requires participants to first listen to
10 computer-synthesized sound sequences in a British-Columbian Indian language and
then to judge whether certain sequences have been heard in the previous listening
session. LLAMA F is a grammatical-inferencing test. In this task, participants are
allowed 5 minutes to learn a set of 20 sentences, each associated with an image
describing it. In the following testing session, their task is to choose the correct sentence
out of two choices (grammatical vs. ungrammatical) for each image. Possible scores
ranged from O to 100 for LLAMA B and LLAMA F, and from 0 to 75 for LLAMA D.
The reliability of two of the three LLAMA subtests employed in the study was acceptable
(LLAMA B: Cronbach’s alpha = .79, k = 59; LLAMA F: Cronbach’s alpha = .73,k =
60), but that of LLAMA D less so (Cronbach’s alpha = .46, k = 59).
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Three-Term Contingency Learning (3-Term) Task

This task is designed to measure explicit associative learning ability (Kaufman et al.,
2010). It consists of four blocks, each block containing a learning session and an
immediate test session. Within each block, participants are presented with 10 unique
stimulus words (e.g., “FAR”), each associated with three different outcome words
(e.g., “SAP,” “COD,” “PUG”) depending on which key (A, B, C) is pressed. Participants
are required to learn the stimulus-outcome word associations. They are tested by typing
the outcome words corresponding to each stimulus word under a given cue (A, B, or C).
Feedback is provided to answers given by participants in the testing session. The duration
of exposure to each association is self-paced, with a timeout of 2.5 seconds. Across the
blocks, the stimulus and outcome words are the same, yet the trial order is randomized.
The overall scores range from O to 120, and the reliability of this task was acceptable
(split-half reliability measured by Spearman-Brown coefficient: .62).

Serial Reaction Time Task

A probabilistic version of the serial reaction time (SRT) task used by Kaufman et al.
(2010) was adopted. This task is recognized as a measure of aptitude for implicit
language learning (Granena, 2012, 2013b; Kaufman et al., 2010). A sequence of visual
stimuli can appear at one of four positions (designated by “V,” “B,” “N,” and “M” on the
keyboard) arranged from left to right on the computer screen. Participants’ task is to press
the key corresponding to the position of the visual stimuli as accurately and as fast as
possible. Unknown to participants, the position of the visual stimuli followed two
possible sequence patterns, one probable and the other improbable. The probable
sequence (1-2—1-4-3-2-4-1-3-4-2-3) occurred with a probability of .85, and the
improbable sequence (3—2—-3-4—1-2-4— 3—-1-4-2-1) with a probability of .15. The two
sequences produced no difference in terms of first-order transition probability (i.e., the
probability of occurrence in each location); yet they differed exclusively in terms of
second-order transition probability (the probability of the third position, given the two
positions prior to it). The two sequences were intermixed such that the transition of the
position of the visual stimuli switched between the two sequences. Generally, if a
learning effect happens, reaction time for probable trials will be less than that for
improbable trials. The current SRT task consisted of one practice block and eight
learning blocks, with 120 trials in each block. Following the scoring method developed
by Kaufman et al. (2010), the scores for each block were summed and used as the total
score for each participant, ranging from O to 6. Split-half reliability measured using the
Spearman-Brown correction was .59 (k = 55). Compared with previous studies
(Granena, 2013b; Kaufman et al., 2010; Suzuki & DeKeyser, 2015), this reliability was
considerably higher.

Operation Span Task

Operation Span Task (OSPAN) (Stone & Towse, 2015) is a verbal span test that
measures working memory capacity. This dual-task test involves a repeated cycle of
memory and processing components. Participants first saw a series of individually
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presented integers (ranging from 10 to 99) to be stored and recalled in the correct order by
the end of each trial. Immediately after the presentation of each integer, participants saw a
mathematical operation (e.g., “7 + 11 = 36”) and had to indicate whether they judged it
correct or incorrect by pressing a key. The digits and operations were randomly generated
for each trial, and the span size of the integers ranged from 2 to 7. Participants were
required to respond as fast and as accurately as possible. A percentage scoring method
was used. The reliability of the OSPAN task was acceptable (Spearman-Brown split-half
coefficient: .80, k = 55).

PROCEDURES

Participants were tested individually or in groups of two at a time in a lab. On entering the
lab, they signed the consent form and were given a brief manual containing instructions
for each task. All tasks were administered on computers. The experiment started with the
PIT, followed by six cognitive aptitude tests, the order counterbalanced for each par-
ticipant. There was a pause to let participants rest after finishing the first half of the PJT
task. Cognitive aptitude tasks were divided into blocks of two, and participants were
given a 5-minute break after completing each block. When administering the LLAMA
tests, note taking was not allowed. After completing all the tasks, participants were
administered a brief survey to obtain demographic information. The whole experiment
lasted for about 1 hour and 40 minutes. Participants received $20 for their participation.

STATISTICAL ANALYSES
PRINCIPAL COMPONENTS ANALYSIS

Principal Components Analysis (PCA) was conducted using SPSS 20 to determine the
latent relationships between different aptitude tests, and to reduce the number of aptitude
predictors in the following mixed-effects modeling. PCA investigates the correlations
among variables, and such correlations are impacted by reliability. When reliability is
low, correlations are reduced, hence diminishing the magnitude of the components
(Kanyongo, 2005). A .70 cutoff is considered acceptable in social sciences for all scales
of reliabilities (Lance, Butts, & Michels, 2006), and a more lenient .60 cutoff is
sometimes used (Granena, 2013a). Participants in this study performed poorly in
LLAMA D (average score: 29.5 out of 75), and LLAMA D only had a reliability
coefficient of .46. Therefore, LLAMA D was excluded from the PCA.! Given that
cognitive aptitudes are regarded as interrelated, the oblique rotation method (Direct-
Oblimin) was used. Furthermore, Jolliffe’s criterion of eigenvalue greater than .70
(Loewen & Gonulal, 2015), along with cumulative percentage of explained variance and
the scree plot, were employed to determine the number of components extracted from the
dataset. The Kaiser-Meyer-Olkin measure of sampling adequacy was .76, and the
Barlett’s test of sphericity was significant (p < .001).

The PCA resulted in three components with eigenvalues higher than .70. The total
proportion of variance explained by the three components was 79.79%. The first
component had an eigenvalue of 2.37 and accounted for 47.34% of the variance. The
second component had an eigenvalue of 0.96 and accounted for an additional 19.28% of
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the variance. The third component has an eigenvalue of .78 and accounted for another
13.17% of the variance. The rotated pattern matrix showed that three tests loaded on the
first component with loadings greater than .3: LLAMA B (A = 919), LLAMAF (A =
.769), and 3-Term (A = .633). Regarding the second component, only the SRT (A =
.985) loaded strongly on it. Lastly, only the OSPAN (A = .949) loaded strongly on the
third component. Current research has shown that the SRT task may relate to implicit
learning (Granena, 2012, 2013b; Kaufman et al., 2010), while LLAMA B and LLAMA F
(Granena, 2013a), along with the 3-Term test (Kaufman et al., 2010), are likely to tap
explicit learning. In contrast, the OSPAN task has been generally used as a measure of
working memory capacity. Given this literature and the factor loading patterns revealed
previously, the three components were named implicit language aptitude (SRT), explicit
language aptitude (LLAMA B, LLAMA F, 3-Term), and working memory (OSPAN),
respectively. Composite scores for the aptitude components were then computed using
the regression-weighted method in SPSS and used for mixed-effects modeling in the
following section. Descriptive statistics for all aptitude measures, as well as correlations
between different aptitude measures, were provided in Appendix 2 and Appendix 3,
respectively, in the supporting information online.

MIXED-EFFECTS MODELING

Mixed-effects models were built to analyze the PJT data, using the /me4 package (version
1.1-12, Bates et al., 2015) in R (version 3.3.1, R Core Team, 2016). Specifically, linear
mixed-effects models were constructed for reaction time, whereas mixed-effects logistic
models were constructed for accuracy. For the linear mixed-effects models, reaction time
was the dependent variable; for the mixed-effects logistic model, accuracy (1 = correct; 0
= wrong) was the dependent variable. For both groups of statistical models, independent
variables include speaker (L1 vs. L2 English speakers), collocation frequency, MI, as
well as explicit language aptitude, implicit language aptitude, and working memory
capacity. Wordl frequency, Word2 frequency, and length were treated as covariates.
Speaker was dummy coded with L2 speakers as the reference group. To achieve
normality, reaction time, as well as the frequencies, were transformed using natural log.
Medium correlations were found between working memory capacity and explicit lan-
guage aptitude (r = .432, p < .001), as well as between Word2 frequency and length (r =
-.355, p < .001). To reduce collinearity, each continuous variable was centered at its
mean.

Statistical models were implemented using a maximum likelihood technique with
forward-model-selection procedures (Cunnings, 2012; Yi et al., 2017). Under stepwise
modeling, the order of entering the variables ultimately has no influence on the final
model. However, entering variables of most interest first and adding them into the model
by group makes the model-building procedure more sensible. Model selection started
from random-intercept-only models, with independent variables entered first, then
followed by covariates, and finally with random slopes tested. Model comparisons were
conducted using the anova function. For the final model selected through model
comparisons, a refined model was built upon it by removing the influential data points,
detected based on the visual examination of the distribution of Cohen’s d using the

influence. ME package (version 0.9-8, Nieuwenhuis, te Grotenhuis, & Pelzer, 2012). The
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alpha-level was set at .05, and p-values of the linear mixed-effects model were computed
using the formula recommended by Baayen (2008).

RESULTS
DATA TRIMMING

Reaction time data of the PJT were trimmed before running statistical analyses. First,
erroneous responses in which a collocation received a response of “no” were removed.
Second, responses that took longer than 3,000 milliseconds or shorter than 400 milli-
seconds were also excluded. Such cutoffs were adopted after visually examining
exploratory graphics illustrating the distribution of subjects’ RT and followed prior
research practice by Yamashita and Jiang (2010). Third, reaction times that fell outside
two standard deviations from the average for each participant was also removed. Data
loss was 0.33% and 4.59% for steps two and three, respectively. The average RT of the
PJT task was 848.8 ms (SD = 327.8 ms) for L1 speakers, and 1,180.6 ms (SD =
399.0 ms) for L2 speakers. For the analysis of accuracy rates, both correct and incorrect
responses were retained. Participants’ accuracy rates were all higher than 80% (M =
89.7%, SD = 3.7%). One letter was found missing from item 171. In addition, responses
to item 1 were lost for most participants. Both items were excluded from the analyses.
Correlations between the PJT performance and all aptitude measures were provided in
Appendix 4 in the supporting information online.

REACTION TIME

The intercept-only model that included speaker, collocation frequency, MI, and their
interactions, along with implicit language aptitude and its interaction with speaker, was
found to be best-fitted. Model comparisons found that moderating effects between
collocation frequency, MI, and any of the aptitude variables were redundant. Using the
influence. ME package, item 91 and subject 37 were found to be influential. A refined
model was then built upon the best-fitted model after removing data collected from item
91 and subject 37. Result patterns remained stable, although coefficient estimates
increased. Using the piecewiseSEM package (version 1.2.1, Lefcheck, 2015), the
proportion of variance explained by the fixed effects in the refined model was 40.23%,
whereas the full model explained 59.74% of the variance. Model results are summarized
in Table 3.

The effect of speaker (Estimate = -.38, t = -.14.2, p < .001) indicated that L1 English
speakers’ average reaction time [exp(7.02 — 0.38) = 765.1 milliseconds] was sig-
nificantly less than that of L2 speakers [exp(7.02) = 1,118.1 milliseconds]. The effect of
collocation frequency (Estimate = -.07,t = -.6.9, p < .001) implied that both L1 and L2
English speakers were sensitive to the collocation frequency. Moreover, the significant
interaction between speaker and collocation frequency (Estimate = .04, t = 8.0, p <
.001) indicated that the degree of the sensitivity to collocation frequency in L2 speakers
was much greater than that in L1 speakers. Specifically, one unit of increase in col-
location frequency (logged) led to a decrease in reaction time by 6.8% [1 — exp(-0.07)]
and 3% [1 — exp(-0.07 + 0.04)] for L2 and L1 speakers, respectively. Similarly, the
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TABLE 3. Linear mixed-effects model results for reaction time

Random effects

Fixed effects By Subject By Item
Parameters Estimate ~ SE t Variance  SD  Variance  SD
Intercept 7.02 0.02  351.80%** 0.01 0.10 0.01 0.10
Speaker -0.38 0.03  -14.2%** — — — —
Collocation frequency -0.07 0.01 -6.9% %% — — — —
MI 0.02 0.00 6. 254 — — — —
Speaker: Collocation frequency 0.04 0.01 8.0%%* — — — —
Speaker: MI -0.01 0.00 -8. 8wk — — — —
Collocation frequency: MI -0.01 0.00 -2.1% — — — —

Speaker: Implicit language aptitude -0.06 0.02 -2.7%* — — — —
Speaker: Collocation frequency: MI 0.01 0.00 4. 1%%* — — — —

Note: There are 9,522 observations, where one observation is equal to one RT measurement for one colocation read
by one participant. Model formula: RT (logged) ~ Speaker*Collocation frequency*MI + Speaker: Implicit language
aptitude + (1ISubject) + (1lltem). Speaker was dummy coded, with L2 participants as the reference group.

*p < .05; #* p < .01; *** p < .001

significant effects of MI (Estimate = .02,t = 6.2, p < .001) suggested that both groups of
participants were sensitive to the contingency of English collocations. Nevertheless, the
significant interaction between MI and speaker (Estimate = -.01, t = -.8.8, p < .001)
indicated that L2 speakers’ sensitivity to contingency was also stronger than L1 speakers.
One unit of increase in MI would result in an increase in reaction time by 2% [exp(0.02) — 1]
and 1% [exp(0.02 — 0.01) — 1] for L2 and L1 speakers, respectively.

Collocation frequency was also found to interact with MI. The significant two-way
interaction between collocation frequency and MI (Estimate = -.01, t = -2.1, p = .04),
along with the three-way interaction between speaker, collocation frequency, and MI
(Estimate = .01, ¢t = 4.1, p < .001), suggested that collocation frequency interacted with
ML, but only for L2 speakers. For L2 speakers, the higher the MI value, the larger the
coefficient of collocation frequency, that is, the stronger the facilitative effect of col-
location frequency on reaction time. In contrast, the higher the frequency, the weaker the
negative influence of MI on the processing of English collocations. Such interactions are
plotted in Figure 1.

Finally, the significant two-way interaction effect between speaker and implicit
language aptitude (Estimate = -.06, t = -2.7, p = .007) indicated that implicit language
aptitude was predictive of L1 English speakers’ reaction time. For each unit of increase in
implicit language aptitude, PJT reaction time was expected to decrease by 5.8% [1 — exp
(-0.06)]. However, such an effect was not statistically significant for L2 speakers. The
interaction effect is plotted in Figure 2.

ACCURACY

The intercept-only model, which included speaker, collocation frequency, MI, as well as
the two-way interactions between speaker and MI and between speaker and explicit
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FIGURE 1. Three-way interaction effect between Speaker, Collaction frequency, and MI on reaction time
(logged).

language aptitude was best fitted. Model comparisons found that moderating effects
between collocation frequency, MI, and each of the aptitude predictors were redundant.
Based on the best-fitted model, item 54 and subject 6 were found to be influential. A
refined model was then built, based on the best-fitted model, with the data collected from
item 54 and subject 6 removed. The full model explained about 31.3% of the total
variance. The results are summarized in Table 4.

The effect of speaker (Estimate = .40, z = 2.85, p = .004) indicated that L1 English
speakers were more likely to achieve correct responses than L2 speakers. Setting the
values of collocation frequency, MI, and explicit language aptitude at their means, the
average log-transformed odds of making a correct response was 2.93 and 3.33 (2.93 +
0.40) for L2 and L1 speakers, respectively. Transformed back to probabilities of
achieving correct responses, this means the average accuracy rates for L2 and L1
speakers were 94.9% and 96.5%, respectively.’ The significant effect of collocation

frequency (Estimate = .44,z = 4.21, p < .001) indicated that both groups of participants
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FIGURE 2. Two-way interaction between Speaker and Implicit aptitude on reaction time (logged).

were sensitive to collocation frequency. Specifically, one unit of increase in collocation
frequency (logged) was predicted to enhance the odds of making a correct response by
1.6 times [exp(0.44)]. In addition, the significant effect of MI (Estimate = -.09, z =
-1.92, p = .055) indicated that both groups of participants were also sensitive to ML
However, considering the significant two-way interaction between speaker and MI
(Estimate = .16, z = 4.23, p < .001), it suggested that the influence of MI on the
processing of collocations was the opposite in the two groups of participants. For L1
speakers, one unit of increase in MI was predicted to enhance the odds of making a
correct response by 7.3% [exp(-0.09 + 0.16)]; for L2 speakers, one unit of such
increase was predicted to decrease the odds of making a correct response by about 8.6%
[1 — exp(-0.09)].

Lastly, the significant effect of explicit language aptitude (Estimate = .29, z =
2.47, p = .013) indicated that explicit language aptitude was predictive of the

accuracy for both groups of participants. However, combining the significant
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TABLE 4. Mixed-effects logistic model results for accuracy

Random effects

Fixed effects By Subject By Item
Parameters Estimate  SE z Variance ~ SD  Variance ~ SD
Intercept 2.93 0.13  22.79%*=* 0.20 0.45 1.06 1.03
Speaker 0.40 0.14 2.85%* — — — —
Collocation frequency 0.44 0.10 4.27%%* — — — —
MI -0.09 0.05 -1.92% — — — —
Speaker: MI 0.16 0.04 4.23%%% — — — —
Explicit language aptitude 0.29 0.12 2A47** — — — —

Speaker: Explicit language aptitude -0.31 0.15 -2.11% —_ — — —

Note: There are 11,036 observations, where one observation is equal to one accuracy measurement for one
collocation read by one participant. Model formula: Accuracy ~ Speaker + Collocation frequency + MI +
Speaker: MI + Explicit language aptitude + Speaker: Explicit language aptitude + (1ISubject) + (1lltem).
Speaker was dummy coded, with L2 participants as the reference group.

*p < .05; ** p < .01; *** p < 001

interaction between speaker and explicit language aptitude (Estimate = -.31, z =
-2.11, p = .004) suggested that the role of explicit language aptitude differed between
L1 and L2 speakers. Specifically, for L1 speakers, one unit of increase in explicit
language aptitude would lead to a decrease in terms of the odds of making correct
responses by 2% [1 - exp(0.29 — 0.31)]. In contrast, for L2 speakers, this would lead
to an increase in terms of the odds of making correct responses by 34% [exp(0.29) -
1]. The two-way interaction between speaker and explicit language aptitude is
illustrated in Figure 3.

DISCUSSION

The following findings were obtained through this study. First, both L1 and advanced L2
English speakers were sensitive to collocation frequency and contingency, with sup-
porting evidence from reaction time and accuracy rates. Second, advanced L2 English
speakers’ statistical sensitivity to phrasal frequency and contingency was much stronger
than that of L1 speakers. Third, for both L1 and advanced L2 English speakers, none of
the cognitive aptitudes of interest (i.e., implicit/explicit language aptitude, working
memory capacity) was found to moderate their sensitivity to either phrasal frequency or
contingency of collocations. Finally, implicit and explicit language aptitude were found
to influence participants’ PJT performance, whereas working memory showed no impact
on PJT performance.* For L1 speakers, implicit language aptitude played a facilitative
role by reducing the reaction time, whereas explicit language aptitude played a negative
role, lowering the probability of achieving correct responses. In contrast, for advanced
L2 speakers, implicit language aptitude had no influence on the reaction time, while
explicit language aptitude played a facilitative role, enhancing the probability of making

correct responses.
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FIGURE 3. Two-way interaction effect between Speaker and Explicit aptitude on accuracy.

STATISTICAL SENSITIVITY TO PHRASAL FREQUENCY AND CONTINGENCY

Although current research has revealed the statistical sensitivity to phrasal frequency or
contingency of MWS in L1 or L2 speakers, very few studies have found that such
sensitivity exists in both domains and for both L1 and L2 speakers. This study replicated
the findings obtained by Yi et al. (2017) that language users are sensitive to statistical
regularities of MWS, including phrasal frequency and the contingency, regardless of
their identity as L1 or L2 speakers. Such findings support the claim of Ellis (2006a,
2006b) that language acquisition is essentially statistical learning, and language users can
capture the underlying distributional information through exposure to language input.
Meanwhile, it also provided evidence for the idea that statistical learning is an ability
retained by L2 speakers, with second language learners tuned to both phrasal frequency
and the contingency of MWS. As noted previously, Ellis et al. (2008) first doubted
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whether L2 speakers can be sensitive to contingency information of MWS. Yet findings
in subsequent studies by Ellis and his colleagues (Ellis, 2016; Ellis et al., 2014) refuted
their original argument, as they obtained robust contingency effects among advanced L2
learners. Moreover, as reported by Yi et al. (2017), the average length of formal L2
instruction received by their participants (who showed statistical sensitivity to both
phrasal frequency and contingency) was less than four and a half years (M =
52.5 months, Max = 96 months, Min = 32 months, SD = 19.7 months). Hence, it is
likely that .2 speakers’ tuning of second language statistics may start from much earlier
stages than previously thought, before reaching highly advanced levels.

This study also replicated earlier findings showing that L2 speakers tend to be more
sensitive to statistical regularities than L1 speakers at the multiword level (Yi et al.,
2017). Similar patterns have also been reported in the literature on bilingual word
processing. For example, using lexical decision tasks, Duyck et al. (2008) examined the
visual word recognition of Dutch-English bilinguals. They found that word frequency
effects were much larger when participants performed the task in the second language
than in L1. For another example, Cop et al. (2015) examined the natural reading of
Dutch-English bilinguals and found that L2 word frequency had a larger influence on
fixation durations than L1 word frequency. One explanation for this imbalance of word
frequency effects in bilinguals may be rooted in differences in exposure. As argued by
Cop et al. (2015), L2 words are learned much later than L1 words and learners receive
less exposure to them on average than to L1 words. Consequently, the threshold for
activating the L2 words may be lower than that for L1 words. This reasoning may extend
to the imbalance in statistical sensitivities to phrasal frequency and contingency of MWS.
However, alternative explanations also seem plausible. For example, the difference
between the statistical sensitivities in L1 and L2 speakers is likely to result from the
power law of practice (DeKeyser, 2007; Ellis, 2002). That is, the effects of practice are
greatest at early stages of learning and become progressively smaller as exposure to
language input accumulates. Given that L2 speakers are limited in their vocabulary size,
and are more limited in their L2 experience than L1 speakers, each encounter with MWS
is likely to generate larger practice effects.

THE MODERATING EFFECTS OF COGNITIVE APTITUDES ON
STATISTICAL SENSITIVITY

Another question addressed by this research was whether cognitive aptitudes can
moderate language users’ statistical sensitivity to phrasal frequency and contingency of
collocations, and whether such moderating effects differ between L1 and L2 speakers.
This question was answered by examining potential three-way interactions between
cognitive aptitudes, statistical regularities, and types of speakers. Nevertheless, mixed-
effects modeling for both reaction time and accuracy rates failed to incorporate any of
these interactions, due to redundancy. Thus, cognitive aptitudes were unlikely to
moderate the statistical sensitivity to phrasal frequency and contingency of collocations,
either for L1 or L2 speakers.

The independence of statistical sensitivity from cognitive aptitudes has significant
theoretical implications. First, it supports the possibility that statistical learning is a

mechanism that is not constrained by cognitive aptitudes. As reviewed in the opening
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section, statistical sensitivity and statistical learning have been observed in infants,
young children, and adults, as well as those with specific language impairments (Evans
et al.,, 2009). If cognitive aptitudes such as implicit/explicit language aptitude and
working memory capacity do moderate language users’ statistical sensitivity, then one
may observe significantly larger frequency or contingency effects for those with
advantageous aptitude profiles. However, such patterns were not found in the current
study. Statistical learning may interact with other language learning mechanisms
(Saffran, 2003), yet the capacity to track sequential regularities, such as co-occurrence
frequency and contingency, is an innate endowment that serves as an essential part of the
cognitive architecture of human beings (Santolin & Saffran, 2017). Second, retention of
the statistical sensitivity to phrasal frequency and contingency among adult L2 speakers
also provides support for the argument that maturational constraints may not affect every
aspect of language learning, at least not for statistical learning (see, also, Rastelli, 2014).
As is well recognized in the field of second language acquisition, ultimate L2 attainment
in various domains, including lexis and collocations (Granena & Long, 2013; Spadaro,
2013), is subject to maturational constraints. Consequently, post-sensitive-period L2
learners are unlikely to achieve nativelike proficiency (Granena & Long, 2013).
Researchers (Abrahamsson & Hyltenstam, 2008; DeKeyser, 2000) have shown that
cognitive aptitudes may partially compensate for such age effects, in that L2 learners
with relatively high analytic aptitude may still be able to achieve a high level, albeit not
nativelike, of second language proficiency. Based on results obtained from the current
study, it seems that maturational constraints have differential effects on statistical
sensitivity and statistical learning than on ultimate L2 attainment. Post-sensitive-period
L2 learners showed stronger sensitivity to statistical regularities of collocations, and they
probably share common statistical learning mechanisms with L1 speakers.

THE IMPLICIT/EXPLICIT NATURE OF COLLOCATIONAL PROCESSING/KNOWLEDGE

Finally, this study also raises interesting questions about the implicit versus explicit
nature of language users’ statistical knowledge. As reported earlier, cognitive aptitudes
were found to influence language users’ online PJT performance. Specifically, for L1
speakers, implicit language aptitude was found to facilitate the processing of English
collocations by reducing reaction time, while explicit language aptitude was found to
impede the processing of English collocations by lowering accuracy. In contrast, for L2
speakers, implicit language aptitude was not predictive of PJT reaction time, but explicit
language aptitude considerably enhanced their PJT accuracy rates. Such disassociation
patterns suggest that contrasting differences existed between L1 and advanced L2
speakers of English when dealing with the PJT.

Locating the source of such differences appears not that straightforward. Given the
predictive patterns between implicit/explicit language aptitude and the PJT performance,
one may think that the contrasting relational patterns might have resulted from the
implicit/explicit nature of the task. Following the logic used by Suzuki and DeKeyser
(2015, 2017), when examining the correlational relationships shown by the data, one
would conclude that the PJT is an implicit task for the L1 participants, while it may be an
explicit task for the L2 participants. Such a conclusion seems to make sense, given the

presence/absence of a correlation between implicit language aptitude and PJT reaction
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time and the negative/positive correlation between explicit language aptitude and PJT
accuracy rates among the L1/L2 participants. However, if we accept that the PJT is an
implicit task for L1 participants, and that this implicitness originates mostly from the
online nature of the task (i.e., the time pressure), then labeling the PJT as an explicit task
for the L2 participants will be problematic. Both L1 and L2 participants were under time
pressure when conducting the PJT task. Given that the L2 participants took much longer
than their L1 counterparts to process the lexical information, this task can be understood
to be even more mentally taxing for the L2 participants. Therefore, the greater time
pressure imposed to the L2 participants leads us to conclude that the PJT task should be
implicit for L2 participants, taking the L1s as the baseline.

Another possible source leading to the contrasting patterns lies in the different ways
L1 and L2 participants processed the collocations, and the different nature of their
collocational knowledge. In a validation study of the construct of L2 proficiency using
confirmatory factor analyses, Zhou and Ross (2017) reported that reaction time measures
(based on phonetic/lexical/grammatical decision tasks) and accuracy measures (based on
multiple-choice tests and imitation tasks) loaded onto different latent variables. Similar
results were also obtained by Suzuki (2017) and Vafaee et al. (2017). Using confirmatory
factor analyses, Suzuki (2017) and Vafaee et al. (2017) found that reaction time
measures” (obtained from self-paced reading tasks and word-monitoring tasks) and
accuracy measures (based on grammaticality judgment tasks) loaded onto different latent
factors, and those factors were not meaningfully correlated (e.g., r = .26 in Vafaee et al.,
2017; r = .22 in Suzuki, 2017). These research findings suggest that reaction time and
accuracy rates are distinct measures and may reflect different latent factors: Reaction
time measures directly tap into the processing of language, while accuracy rates (even
collected from online tasks) reflect knowledge of language. Following this reasoning, the
reported contrasting patterns should be examined separately for reaction time and
accuracy rates, and from the perspectives of processing and knowledge, respectively. As
a result, the presence/absence of a correlation between implicit language aptitude and
PJT reaction time in L1/L.2 speakers indicates that L.1 English participants processed the
collocations implicitly, while advanced L2 participants processed the same stimuli more
explicitly. Similarly, the negative/positive influence of explicit language aptitude and
accuracy rates in L1/L2 participants suggests that the collocational knowledge of L1
participants is likely to be implicit, while that of L2 participants may be explicit. Given
the limited immersive L2 exposure and the explicit classroom instruction received by the
Chinese-English bilinguals in this study (see the “Participants” section), such con-
clusions are not without basis. However, caution should be taken for such an inter-
pretation, as direct empirical evidence supporting the distinction is still lacking.

CONCLUSION

The current study set out to investigate whether L1 and L2 speakers are sensitive to the
phrasal frequency and contingency of collocations. Meanwhile, it also examined the
moderating effects of cognitive aptitudes on such statistical sensitivity. Evidence
obtained from this research supports that both L1 and advanced L2 speakers are tuned to
statistical regularities underlying MWS. Moreover, the lack of moderating effects of

cognitive aptitudes on language users’ statistical sensitivity suggests that statistical
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learning is an essential mechanism for both first and second language acquisition, which may
not be constrained by sensitive-period effects. Lastly, taking an innovative approach to
separately examining the disassociation patterns as found between the PJT performance and
its relationship with implicit or explicit language aptitude, preliminary conclusions were
made regarding the differences between L1 and L2 speakers in terms of the processing and
knowledge of collocations. For L1 English speakers, they are likely to process collocations
implicitly, and their collocational knowledge also seems to be implicit. However, for L2
English speakers (even at advanced levels), they seem to process collocations more
explicitly, and their knowledge of collocations is likely to be explicit. These findings shed
important light on the understanding of statistical learning, cognitive aptitudes, as well as the
acquisition and processing of collocations. Future studies are needed to explore whether L1
and L2 speakers differ from each other in terms of the implicit/explicit nature of the
knowledge of collocations and the way they process such larger-than-word units. In addition,
more research should be carried out to investigate whether and how working memory
influences the processing and acquisition of L2 collocations.

SUPPLEMENTARY MATERIAL

To view supplementary material for this article, please visit https://doi.org/10.1017/
S0272263118000141

NOTES

"When LLAMA D was kept for the PCA, SRT, and LLAMA D loaded onto a common factor, yet the two
were not correlated.

>The formula is 2 * (1 - pt(abs(X), Y - Z)). X is the ¢ value, Y is the number of observations, and Z is the
number of fixed-effect parameters.

3In logistic regression, the dependent variable is log-transformed odds (in the current study, the odds of
correct responses are the ratio of the probability of correct responses over the probability of incorrect responses).
Log-transformed odds can be transformed back to a probability using the following formula: probability of
correct responses = exp(logged odds)/(1 + exp(logged odds)).

*“Working memory was dropped through the model selection procedure.

SSuzuki (2017) and Vafaee et al. (2017) used a measure of the difference in reaction time between
grammatical and ungrammatical items.
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